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sub-voxel structures.

A perturbation method based on the integral form of the Bloch equation is used to calculate the distant
dipolar field (DDF) signal formed by the correlation spectroscopy revamped by asymmetric z-gradient
echo detection (CRAZED) sequence in the presence of a susceptibility-induced field. The properties of
the DDF signal are analyzed through the series expansion of the magnetization, and the first order
DDF result is applied to study the use of the DDF effect to probe sub-voxel field distributions. Numerical
calculations are carried out with the sub-voxel field distributions modeled by rectangular tubes of uni-
form frequency shifts (the block model) and cylinders of a finite susceptibility difference (the blood vessel
model) using the parameters for brain at 9.4 T. The DDF signal is found to exhibit features arising from the

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Over the past two decades, there has been an increasing interest
in studying the magnetic resonance (MR) signals of liquids formed
under the influence of distant dipolar field (DDF). In the presence
of a linear gradient field, the DDF experienced by a spin is found
to be contributed predominantly from the surrounding magnetiza-
tion of the spin within a correlation length, which is defined as half
of the spatial modulation period induced by the gradient field [1].
It is thus suggested that, by varying this modulation period, the
magnetization distribution can be probed with the use of the
DDF effect [2]. The specific sensitivity of the DDF signal to the
user-defined distance may therefore provide a new contrast mech-
anism for MR imaging that is able to assess sample structures
in vivo on a sub-voxel length scale.

The use of the DDF effect on MR image contrast has been ex-
plored in the studies of tumors [3,4], brains [5,6], functional mag-
netic resonance imaging (fMRI) [7-10], and structural anisotropy
[11]. In particular, the dependence of the DDF signal on the corre-
lation length have been examined in the structural studies using
phantoms [12-24], trabecular bones [25-28], and fMRI [29]. In
the studies of the sample structures arising from spin density dis-
tribution (i.e., the equilibrium magnetization distribution), the DDF
signal was found to be able to reveal the length scales of the struc-
tures as the correlation distance is varied [12-14,17-19,22,24].
Nevertheless, for the applications in fMRI, oncological and other
in vivo studies, the magnetic field is perturbed on a length scale
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determined by the local structures due to the electronic suscepti-
bility mismatches arising, for example, between blood and the sur-
rounding tissue. In these cases, it is the suggested sensitivity of the
DDF signal to the sub-voxel variations of the susceptibility-induced
field on a specific length scale that would be more important.

Experiments and numerical simulations have been done to ex-
plore the sensitivity of the DDF signal to the variations of the mag-
netic field on a specific length scale [15,16,20,21,23,28,29]. While
earlier works suggested that there is a change in the DDF signal
when the correlation distance is close to a particular length scale
of the field variation [15,16], more recent studies were not able
to confirm such a relation [20,21,23,28,29]. In addition, these
works primarily describe the phenomena from the results instead
of providing rigorous explanations. Therefore analytical works are
needed to truly understand the extendability of the sensitivity of
the DDF signal to local field variations induced by susceptibility
inhomogeneities.

In this paper, the dependence of the DDF signal on the correla-
tion length and the properties of the local field variations is studied
analytically and numerically. A simplified model that has a uni-
form spin density distribution is considered, so that all structural
effects come solely from the local field variations. This approach
helps us to investigate whether the suggested sensitivity of the
DDF signal to the characteristic length scales of the sub-voxel field
variations, such as the variation length scales of the susceptibility-
induced fields introduced by blood vessels, can be observed.

The work of this paper begins in Section 2 by rewriting the
Bloch equation in an integral form. The magnetization is then ex-
panded as a series in different orders of the DDF effect. From the
series expansion, certain general properties of the DDF signal are
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observed. In Section 3, the first order solution of the magnetization
is applied to the correlation spectroscopy revamped by asymmetric
z-gradient echo detection (CRAZED) sequence [1]. The result is
written in k-space, which simplifies the nonlocal dependence of
the spatial integral of the dipolar field on the relative spin posi-
tions. It is then used in Section 4 to study the sensitivity of the
DDF signal to sub-voxel susceptibility-induced field variations.
Numerical calculations of the DDF signal are carried out using
the block model (blocks of uniform resonance frequency shifts)
and the blood vessel model (infinitely long cylinders with a finite
susceptibility difference). Finally, the results and their implications
are summarized in Section 5.

The results presented in this paper are based on the works in
Chapter 6 of Ref. [30].

2. Perturbative expansion of the magnetization in dipolar field

In this section, the evolution of the magnetization is considered
for general distributions of the spin density and the susceptibility-
induced field under the influence of the distant dipolar field. To
probe the spatial distribution of the susceptibility-induced field
using the DDF effect, the correlation distance induced by the gradi-
ent fields is required to be the same order of magnitude as the spa-
tial variation of the magnetization. In this case, the magnetization
cannot be treated as uniform nor highly modulated by the gradient
field [31-33]. Because of the nonlocal spatial dependence of the
DDF, the system has to be treated as a nonlocal problem.

To proceed, we express the Bloch equation in an integral form,
and consider a perturbative expansion of the magnetization in
powers of the dipolar field. Similar approach of using the DDF ef-
fect as a perturbation factor in solving the Bloch equation has been
used previously in studying the DDF signal behavior [12,13,17,18,
34-36]. The perturbative method was found to be in good agree-
ment with the full numerical calculations and the experiments
when the pulse sequence time is not too long. The theory devel-
oped in this paper extends the previous works to include explicitly
the susceptibility-induced field.

2.1. Nonlinear integral form of the Bloch equation

In the rotating frame, the Bloch equation during free evolution
is written as

8Mza(t? t) l/ [Bd M+(r t) Bd+(F’ t)M, (?, t)}, (13)
Wia—(tﬁt) = :I:l.'VBdi(F, t)Mz (F7 t)
+ {80 + 1BulF.0] - 1| M.(E.0) (1b)

where y is the gyromagnetic ratio, M is the magnetization, T is the
transverse relaxation time, By is the distant dipolar field, and Ac(F)
is the distribution of the resonance frequency offset due to the sus-
ceptibility-induced magnetic field. The transverse components of
the dipolar field and the magnetization are, respectively, given by

By (T, t) = Bay(F,t) £ iBgy (7, 1), (2a)

M. (F,t) = My(7,t) + iM,(F,t). (2b)

Since M,(7,t) and M, (7,t) are real quantities, M, (7,t) and M_(F,t)
are complex conjugates of each other, ie., M. (7,t) = [M_(F,t)]".
Likewise, By, (7, t) = [By_ (7, t)]".

In writing Eq. (1), the effects of the longitudinal relaxation and
diffusion on the magnetization evolution are ignored for simplic-
ity.To acquire maximal DDF signal, the evolution period of the

pulse sequence is taken to be the same order of magnitude as
the transverse relaxation time (T,), which is usually much shorter
than the longitudinal relaxation time (T;) for most biological tis-
sues. On the other hand, in Fourier space, free diffusion causes
the component of the magnetization with wave vector km to decay
as exp(—DI’ t), where D is the diffusion coefficient. The time scale
for such a decay is about 7p = (Dkzm)’l. The diffusion coefficient for
water in tissues at room temperature is D ~ 10~ m?s~'. For a
modulation with wave vector k,, ~ 20 mm~!, the decay time due
to diffusion is about 2.5 s, which is much longer than the trans-
verse relaxation time of most biological tissues. As a result, both
T relaxation and diffusion can be safely neglected in the Bloch
equation.

For general distributions of the spin density and the susceptibil-
ity-induced field, the localized form for the dipolar field in position
space [31-33] is no longer valid. The general form of the distant
dipolar field is given by [31]

By (7 ,uo/d3 T(F — F’ ( (1) - ) 71\71(7"’,0], 3)

where 1, is the permeability of vacuum, [, d°7 denotes the integra-
tion over the sample volume,

3cos? 0 — 1
Ti@-7)="—""-""_— 4
( 21 -7 @
is the dipolar field factor, and 03 is the angle between the vector
(F — 1) and the z-axis. The Fourier transform of the dipolar field fac-
tor is given by

- i .7 2 —
/ Piie ®IT (i) = —4?” (2;)3 {—3(" 22) 1}. (5)

It should be noted that the Fourier transform of the dipolar field fac-
tor T (k) depends only on the angle between the vector k and the z-
axis, i.e.,

T(k) = T(k) = T(-k). (6)

Using the notation of the dipolar field factor, Eq. (1) can be writ-
ten as two coupled nonlinear integral equations:

MZ(F,t):MZ(F,tO)—% /tﬂ dt’/d3F'[M+(F,t’) (F— P)M_(F. 1)
~M_(FO)TF - )M, (7, 1)), (7a)
M. (F,t) = M. (F, ro)e{ﬂ“’(”’i] ) o % /to dr’
></.d3f"e[mwm oo 2M. (7, t)T(F — F)M, (. t)
+ My(F,O)T(F — F)M. (7. 1)), (7b)

where 1\71(?, to) is the initial magnetization at time t,. Note that Eq.
(7) is the integral form (not the solution) of Eq. (1). The spatial inte-
grals on the right hand side of Eq. (7) exhibit the nonlinear cou-
plings of the magnetization M(7,t') with itself M(¥,t') through the
dipolar field factor T(F — 7). Since M(¥, t') also depends on the mag-
netization at other positions and so forth, the integrals are infinite
series in the dipolar field interactions, with the number of dipolar
field interactions in each term of the series equal to the number
of the dipolar field factors.

By substituting M, (7, t) and M. (7, t) back to the right hand side
of Eq. (7), the magnetization can be written as a series:

=

(F,t) = MO, t) + MOF, t) + MO (7, 0) + -, (8)
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where M® is the nth order dipolar field term of the magnetization,
which is proportional to the product of n dipolar field factors T and
n+ 1 initial magnetizations M;(7, to) with i = z or +. The zeroth or-
der term M© (¥ t) in Eq. (8) is the solution of Eq. (1) in the absence
of the dipolar field, whereas the high order terms provide indica-
tions about the order of magnitude of deviations from the zeroth or-
der approximation due to the DDF effect.

It is noted that the DDF interaction is a small effect in most bio-
logical tissues. Each successive term of Eq. (8) is typically smaller
than the previous term by roughly the product of the dipolar fre-
quency (yuoMo) and the duration of the pulse sequence, where
M, is the equilibrium magnetization. Therefore only the first few
terms are important in the calculation of the DDF signal. For in-
stance, the zeroth order approximation of the magnetization can
be obtained by solving Eq. (1) in the absence of the dipolar field,
which is given by

= MZ(F7 t0)7 (9&)

o N iA ,L:| —
MO F.t) = M. (F, el ]

(9b)
By iterating Eq. (7) to the first order of the DDF, the first order term
is found to be

Mz o Pl /t /
M,/ (7,t) = o 5 dt' e
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z
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where
A(F,7) = Ao(') — Ao(7) (11)

is the susceptibility-induced frequency difference between posi-
tions 7 and 7 of the sample.

2.2. Evolution of the magnetization after a /2 rf pulse

As an illustration of the integral form of the Bloch equation ob-
tained above, we examine briefly the time evolution of the magne-
tization when a /2 rf pulse is applied to a system in equilibrium
with the static field. Before the 7/2 pulse is applied at time t,, the
magnetization is given by
ML(Ft <ty) =0, M,(F,t<ty) = Mo(7), (12)
where My (7) is the equilibrium magnetization. Immediately after
the m/2 pulse, the magnetization becomes [37]

M. (7 to) = £iMo(F)e™ 1, M, (¥ ty) = 0, (13)
where ¢, is the phase of the rf pulse. This gives
MO F t > tg) = MD(F,t > to) = 0 according to Egs. (9) and (10).

Eq. (7b) can be written in an alternative form by utilizing
M, (7, to) = 0 and expressing the longitudinal component of the
magnetization in terms of the transverse components:

. =1 - -['/ n
ML (7, 0) = ML 7,77 ry(fe) [ae [ [ar
2(an) J, ),

. |y
></d3f// e[ﬂAw(F) TZ]([ [){ZMi(F:t/) T -T7)

X [ML(F,E)T(F = F)M_ (Pt

—M_(F, ) T(F — )M, (7, )

+ T(F = F)ML(F, €)M, (F, ) T(F = )M, ¢
—M_(F, )T (F = F)M. (7, "))} (14)

Recall that there is no first order DDF term in the transverse magne-
tization at time t > to (M{"(F,t > to) = 0). Inspection of Eq. (14)
indicates that, after the ©/2 pulse, the odd order DDF terms in the
transverse magnetization vanish. Moreover, all the even order
DDF terms have the same ¢, dependence as the initial transverse
magnetization. On the other hand, residual longitudinal magnetiza-
tion arises after the /2 pulse due to the DDF effect according to Eq.
(7a). As can be seen in Eq. (7a), the even order DDF terms of the
residual longitudinal magnetization originate from the odd order
DDF terms of the transverse magnetization. By the observation for
the transverse magnetization above, it is found that there is no even
order DDF term in the longitudinal magnetization. Furthermore, all
the odd order DDF terms of the longitudinal magnetization are
independent of the phase ¢,. These results can be summarized as
(2m) i @m) 7

ME™(F t) o et M™(T t) = 0, | (15)

MZ™DFE L) =0, MP™V(Ft) o i,
where m is any nonnegative integer.

In the case when the resonance frequency offset Aw(7) is uni-
form (i.e., A(¥",7) = 0), Egs. (13) and (14) show that the second or-
der DDF term of the transverse magnetization vanishes
(M@ (F,t) = 0). In addition, Eq. (14) indicates that all the higher or-
der DDF terms of the transverse magnetization depend on the first
and second order terms. As a result, all the DDF corrections to the
transverse magnetization after the m/2 pulse vanish, ie,
M. (F,t) = MO(F, t) = £iMo(F)exier-(-0)/T2 . This result, together
with Eq. (7a), implies that there is no residual longitudinal magne-
tization after the /2 pulse. It is then concluded that, when the lo-
cal field distribution is uniform, the dipolar field has no effect on
the evolution of the magnetization after a m/2 pulse is applied to
a system in equilibrium with the static field, even though the spin
density distribution is inhomogeneous. Note that the same results
can also be deduced by realizing M,(7,t;) =0 and
OM, (T, t)/0t|,,_o = O from Eqs. (1a) and (13). It is remarked that
the results obtained above generally do not hold when T, relaxa-
tion is taken into account.

Finally it is observed from Eq. (15) that, when a /2 pulse is ap-
plied to a system in equilibrium, a change of the phase ¢, of the
pulse has no effect on the subsequent evolution of the longitudinal
magnetization. The change only affects the evolution of the trans-
verse magnetization as a multiplicative factor e or e~i*1, which is
the same for all the terms in Eq. (8). Nontrivial dependence of the
magnetization upon ¢, appears only after the application of at
least an additional rf pulse. This will be examined using the
CRAZED sequence in the next subsection.

2.3. The ¢, dependence of the magnetization in the CRAZED sequence

In this subsection, the dependence of the magnetization on the
phase of the first rf pulse of the CRAZED sequence (¢,) is examined
using the results developed above. It will be shown in the following
that the knowledge of the ¢, dependence of the magnetization is
useful in the identification of the orders of the DDF effect in the sig-
nal when there is a susceptibility-induced field.
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Fig. 1. The correlation spectroscopy by asymmetric z-gradient echo detection
(CRAZED) sequence: it is composed of two rf pulses with flip angles (6, 0,) and
phases (¢, ¢,), respectively applied at times ¢t = 0 and 7;. The two rf pulses rotate
the magnetization by the flip angles 6; and 6, about the directions
cos ¢, X+ sin¢g, y and cos ¢, X + sin¢p, y, respectively. Two field gradients, G
and G, with durations §; and §,, are applied right before and after the second rf
pulse.

The CRAZED sequence (Fig. 1) is the most extensively used
pulse sequence to form the DDF signal and is used for the studies
in this paper. It is composed of two rf pulses and two field gradi-
ents, which are applied immediately before and after the second
rf pulse. The durations of the rf pulses and the field gradients in
the CRAZED sequence are assumed to be short enough that the ef-
fects of the dipolar field, the susceptibility-induced field, and the
transverse relaxation during their applications can be ignored
(hard pulse assumption). It is however remarked that these effects
should be taken into account when a series of field gradients or rf
pulses with finite durations is used in a pulse sequence, such as
that encountered in multiple spin-echo experiments [35,38]. In
the following discussions, the notations for the durations of the
two field gradients (§; and J,) are retained to indicate the timing
of the pulse sequence, even though the durations are taken to be
very short.

In order to maximize the dipolar field signal of the CRAZED se-
quence, the flip angle of the first rf pulse of the sequence is taken to
be 7/2. With the DDF effect during the field gradients ignored,
immediately before the second rf pulse, Eq. (15) shows that

(T, 1y) =0,
2m+1)

N

(16)

{Mfm(?, ) o et M,

ME™V(F 1) =0, MP™V(F 17) oc e,

N

The second rf pulse tips parts of M, (¥, t7) and M_(7,77) to the
longitudinal direction and mixes the phase factors e1 and e 1
in the remaining parts of the transverse magnetization irrespective
to the phase of the second rf pulse [37]. The parts of M, (¥, t7) and
M_(7, t7) that are tipped to the longitudinal direction introduce the
phase factors e'*1 and e~*1 to the longitudinal magnetization. This
means that M, (7, T7) give the phase dependence of ei1 and e~1 to
both the transverse and longitudinal components of the magneti-
zation right after the second rf pulse. Similarly, the second rf pulse
rotates part of M, (7, ty) onto the transverse plane, and the phase
factor e of M, (7, ;) enters into both the transverse and longitu-
dinal components of the magnetization immediately after the sec-
ond rf pulse. With the DDF effect during the second field gradient
ignored, the ¢; dependence of the magnetization immediately
after the second field gradient that undergoes n; dipolar field inter-
actions during the first evolution period is then, according to Eq.
(16), given by

et and e~1, for ny =2m,

. 17
el for ny =2m+1. a7

M (7,71 + 87) o {

During the free evolution time after the second field gradient,
the transverse magnetization evolves under the influence of the
distant dipolar field according to Eq. (7b). The transverse magneti-
zation that undergoes n, dipolar field interactions during the sec-
ond evolution period is proportional to the product of (n, +1)’s
M;(to = T1 + J2), where i represents either the transverse or the
longitudinal component. Taking into account the previous n;

dipolar field interactions during the first free evolution period,
the ¢, dependence of the nth order dipolar field term in the trans-
verse magnetization can be obtained by the multiplication of the
phase factors of M{"(t; + &,) by (n, + 1) times with n; +n, = n.
By using Eq. (17), the ¢; dependence of the nth order dipolar field
term in the transverse magnetization (M{"(t; + 7,)) at the end of
the CRAZED sequence can be obtained. Examples of the result are
shown in Table 1.

The ¢, dependence of M&’”(‘cl + 72) keeps certain record of the
order of the DDF effect, even when the magnetization is inhomoge-
neous in the presence of a susceptibility-induced field. In the spe-
cial case when the magnetization is uniform and the sample takes
an ellipsoidal shape, the dipolar field can be written in a localized
form in the position space [32], and the DDF effect vanishes during
the first evolution period of the CRAZED sequence when the T;
relaxation is neglected [37]. Then the ¢, dependence of the trans-
verse magnetization at the end of the CRAZED sequence is given by
the rows with n; = 0 in Table 1. This result is actually applicable to
a general distribution of My (7) as long as Aw(7) is uniform (see Sec-
tion 2.2). Knowing the ¢, dependence of the transverse magnetiza-
tion is useful for the design of the pulse sequence to acquire a
particular order of the DDF signal.

The DDF signals with phase factors e/ and e*?¢1, which corre-
spond, respectively, to the intermolecular zero-quantum coher-
ence (iZQC) signal and the intermolecular double-quantum
coherence (iDQC) signal in the quantum picture [39], have been
the focus of the research on the DDF effect in the past decade. Since
dipolar field effect is a small effect, the DDF signal with e%¢ and
e*%#1 comes mainly from the first order dipolar field terms (the
n =1 terms in Table 1). As seen from Table 1, the first order DDF
signal with e%*1 originates not only from the DDF effect during
the second evolution period (n; = 0,n, = 1), but also from the un-
wanted residual magnetization that arises during the first evolu-
tion period (n; = 1,n; =0). On the other hand, since the first
order DDF signal with e*?%1 originates entirely from the DDF effect
during the second evolution period, we will focus on this part of
the signal in this paper. In experiments, the DDF signal with the
phase factors e*?¢1 can be selected by using an area ratio 1:2 for
the pair of the gradient fields, and repeating the pulse sequence
with a 4-step phase cycle, where ¢; = (0°,180°,90°,270°) and
the receiver phase ¢, = (0°,0°,180°,180°) [40].

Table 1

The ¢, dependence of the nth order dipolar field term in the transverse magnetization
at the end of the CRAZED sequence, with n = 0, 1,2 and 3. The nth order DDF term of
the transverse magnetization M (t; + 1) is proportional to the product of (n, + 1)’s
ME””(‘ﬁ +0,), where (ny,n;) are the orders of the dipolar field interaction, respec-
tively, during the first and second evolution periods of the CRAZED sequence that give
the sum n =n; +n,, and M; represents either the transverse or the longitudinal
magnetization. As described in Eq. (17), M™ (1, + &) and M) (t, + &,) are propor-
tional to the phase factors e and e~*1 for even n;, and proportional to %1 for odd
ny. The ¢, dependence of MT’(TI + T,) is obtained by the multiplication of the phase
factors, (€1, e-1) or (1), of M™)(t, + ;) by (n + 1) times.

n(ny,ny) ¢ in Multiplication power ¢, in
M™) (1 +67) (nz +1) M (11 + 12)

0(0,0) (eit, e=idr) 1 etide

1(0,1) (ei¢1 e i ) 2 ei01 | g*2idy

1(1,0) (ei01) 1 ei0¢1

2(02) (i1 e~itr) 3 etidr | g+3id

2(1,1) (e0%1) 2 ei0¢1

2(2,0) (eit, e=i91) 1 etity

3(0,3) (€1, et 4 @i001 | ot2igy
e+did;

3(1,2) (01 3 1001

3(2,1) (i1, eitn) 2 @i061 | p22igy

3(3,0) (ei01) 1 061
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3. Magnetization evolution in the CRAZED sequence

In this section, the evolution of the magnetization in the
CRAZED sequence (Fig. 1) is calculated analytically under the first
order dipolar field approximation using Egs. (8)-(10). An estima-
tion of the error in truncating the high order terms is given in
Appendix A.

The CRAZED sequence can be viewed as two parts. In the first
part, an rf pulse with flip angle 0; is applied to the equilibrium
magnetization to prepare spin coherence. The magnetization is
then evolved under the DDF for a period of 7, — ;. Subsequently
a field gradient of strength G; is applied for a duration of ;. In this
paper, the durations of the two field gradients are taken to be very
short (see Section 2.3). The flip angle of the first rf pulse is taken as
01 = m/2 to maximize the dipolar field signal.

After the first rf pulse, the magnetization is given by Eq. (13).
Then at the end of the first evolution period, the magnetization
becomes

ML(F,77) = +iMo(Ple e, (183)
= i o , - Bz
MR ty) =~ g naMo(®) [ ate ® [@FTE-F)
0
x Mo(P) [ei/\(F’f)t’ . e—iA(F’-,F)t’]. (18b)

Here a(F) = ¢, — Aw(F)T; — yG, - F8; is the phase acquired in the
first evolution period (71). The equilibrium magnetization
Mo(F) ~ ny(F)h>y2Bo/(4ksTs), where h is the angular Planck con-
stant, kg is the Boltzmann factor, Ty is the temperature, By is the sta-
tic field strength, and ny(7) is the spin number density.

Eq. (18b) describes the residual longitudinal magnetization that
arises during the first evolution period due to the dipolar field ef-
fect. It should be noted that when the local field distribution is uni-
form (i.e, A(F,7) =0), the residual longitudinal magnetization
during the first evolution period vanishes even when the spin den-
sity distribution is inhomogeneous. Indeed Section 2.2 shows that
the dipolar field has no effect on the evolution of the magnetization
after the 7/2 pulse. This justifies the practice of ignoring the DDF
effect for the magnetization during the first evolution period of
the CRAZED sequence [18].

The second part of the CRAZED sequence starts by the second rf
pulse with flip angle 0, and follows by the second field gradient
with strength G, and duration J,. After the second field gradient,
the magnetization evolves freely under the DDF for a duration of
T, — J; before the measurement is made. Without loss of general-
ity, the phase of the second pulse is taken as ¢, = 0. Then at t = 77,

M.(7,77) = jE”\/Io(ﬂef’g2 cos? %ei"m — sin? Hz—zem(ﬁ
+ isin 0;M, (7, 17), (19a)
M,(7,77) = —sin HzMo(F)e’ﬁ cos () + cos 0, M, (T, 7). (19b)

By substituting Eq. (18b) into (19) and using Egs. (8), (9) and (10),
the transverse magnetization at the end of the CRAZED sequence
reads as
M, (F, 11 +T2) = MOF 11+ 12) + MU (11 + T2)

M+ por (7 T1 + T2), (20)
where

o . i 0y o0,

MO (F 11 + 1) = iMo(Fle 1Tzze‘/‘m{cosz ;e’m — sin’ %e"“(n},

(21)

M (F T+ 1T2) =

Ay, Mo(7) _) 5 ifM) / dt'e” Tz/d3rT — )Mo ()
2021)°

% [ x/\ (For _ —lA(r’ r)t’] , (223)

and

Msrl.)DDF(F? T1+ T2)

=— L”Z Mo (7) T e'zrlT%{cos2 %2 gint) _ gip2 92 g-int }e“/‘(F>
2n)? 2 2

x / d*F T(F — ¥')My(F) cos o)
A(-)ZMO(_') CoS o *)e 111; e—lA(u (F)T2 /TIJFT2 dt’
(27'5) T

o /d3F’T( — )Mo (F)e AT D)

—iyCy 5, 2 02 i 2202 iy

x e7¢2 2{cos e ™ _sin e “}. (22b)
Here Ay, = ;- (27)’ sin6yy14, and (7) = —Aw(F)T, — yG, - T3, is the
phase acquired in the second evolution period (75).

The term M'? is the zeroth order dipolar field approximation of
the transverse magnetization. It depends on the phase factors e
and e 1. The term M), comes from the residual longitudinal
magnetization arising during the first evolution period due to the
DDF, which is flipped to the transverse plane by the second rf
pulse. Note that this term is independent of ¢,. The magnitude of
M), is much smaller than that of M\"},,; when T; < 75, and is zero
when Aw(7) is uniform. The term M''},. describes the first order
dipolar field approximation of the transverse magnetization that
is evolved under the influence of the dipolar field after the second
rf pulse of the pulse sequence. It depends on the phase factors e%¢1,
e?* and e~21, We will focus on those terms with the phase factors
e*2i41 (see Section 2.3).

Eq. (22) can be recast in a simpler form for numerical calcula-
tions in k-space. First, we introduce the susceptibility-modulated
magnetization

MFt) = Mo(F)eet, (23)

of which the Fourier transform is defined by

Tkt = el / &7 (7, ) e . (24)

For any wave vector g, we have
/d3F T(F - 7).u(7, 1)es" = (27) /d3k T(R) 7 (k — &, t) e

(25)

By substituting Eq. (25) into Eq. (22), the first order dipolar field
approximation of the transverse magnetization at the end of the
CRAZED sequence can be rewritten in the k-space representation as

L o~ o T o
M, (7.1, +rz):%A02MO(F)e*%e'ﬁ<f> / PR T (K) ek /0 dt e ¥

" {efiAw(f)[’ ;/?("(" t/) _ eiAw(F)f’ :/‘%/(l_é —t/)}7 (263)

M e (7, T1 + T2)

Oy .20 .
= —Ap,Mo(F 3126 i {cos2 jze'““) — sin? —Ze"“(ﬂ}

2
7 (k — §1vf1)}

/d3k TRy e* e 7k + &, 1) + e 7
d*k T(k)e*

—1A®(F)(Ty+T4)

— Ag, Mo (7) cos (e~ e
T1+T2 ;o , H

x / dt’ eiremr {cOs 5 e A (k+8 +8,-t)
T

(26b)

_sin? %e”'“’l U (k+Gy — gy, —t +279)
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where

-

g =7Go and & =76, 27)

denote the modulation wave vectors induced by the gradient fields.

For liquid, the measured MR signal of a particular region comes
from the sum of the transverse magnetization over the volume of
that region. After summing over the sample volume, the form of
the DDF signal obtained in Eq. (26b) is similar to that obtained in
Ref. [14]. The main difference is that, in additional to the Fourier
space integral of the equilibrium magnetization distribution, the
second term of Eq. (26b) also involves a temporal integral of the
susceptibility-induced frequency distribution. This suggests that
Eq. (26b) may be used to obtain the Patterson function to assess
the length scales of the local field variations.

Eq. (26) can be used to calculate the DDF signal when the distri-
butions of the equilibrium magnetization and the susceptibility-in-
duced field are given. As an illustration, we calculate the DDF
signal of a sample formed in the CRAZED sequence when there is
no susceptibility-induced field (Aw(f)=0). In this case,
J/(E, t) = MO(E), where MO(E) is the Fourier transform of the equi-
librium magnetization. By summing Eq. (26) over the volume of
the sample S, the DDF signal is given by

<MT>(11+7:2)>5=/d3FM$’(F,ﬁ+rz)

7%(275 A()Z'Cz e

/d3k T( k

0, .
X [cos 5 €29 Mo(k + §1)Mo(—k + &, + &1)

0
—smzszg(l F)Mo(—k+g —81)

Oy ~ ~ o~ o

+ cos? %Mo(k —&1)Mo(—k + 8>+ &1)

— sin? 02—26‘2"“’1 1\~/IO(E 7§1)1\~/Io(*l;+§z -&)|
(28)

Eq. (28) is equivalent to the result given in Eq. (10) of Ref. [18].

4. Sensitivity of DDF signal to sub-voxel susceptibility-induced
field variations

The results of Section 3 are applied in this section to study the
properties of the dipolar field signal with respect to sub-voxel sus-
ceptibility-induced field variations. The DDF signal is calculated by
summing Eq. (26) over the volume of a voxel. The spatial distribu-
tions of the equilibrium magnetization My(7) and the frequency
shift Aw(r) are modeled using the parameters for brain tissues,
with the perturbed field arising from blood vessels.

A common way to model the susceptibility-induced field of a
blood vessel is to use an infinitely long cylinder with a finite sus-
ceptibility difference from the background [21,41,42]. However,
the field variation modeled by cylinders is too complicated for
analysis, especially it is uncertain whether the sensitivity of the
DDF signal to the sub-voxel field variations on the length scale se-
lected by the gradient field can be observed. Therefore, we first
consider a simpler model of field variation using blocks of uniform
perturbed field (the block model) to shed light on the understand-
ing of the dependence of the DDF signal on the correlation length.
The results are then compared with that of the blood vessel
model.

4.1. The uniform block model for susceptibility-induced field
distribution

The details of the block model can be found in the Appendix B.
In the block model, the sub-voxel magnetic field variation is taken
to be made up of blocks of uniform frequency shifts. The equilib-
rium magnetization, on the other hand, is taken to be independent
of position 7 so that the effect of the field variation on the signal
formation is separated from that of the spin density distribution.
To maximize the DDF signal of a voxel with finite size under the
periodic condition (see the Appendix B), the modulation wave vec-
tors of the gradient fields are taken to be integral multiples of the
inverse of the voxel period, ie., g = {3¥m, 2% 7D, 22 q}, where
{l.l,,1;} are the dimensions of the voxel, {m p q} are integers,
and i = 1,2 denote the indices of the first and second gradient
fields.

In the calculations, we consider N, identical tubes of uniform
frequency shifts lying along the x-direction. Each tube is taken to
have dimensions I, x a, x a,, volume Av = la,a,, and frequency
shift c. The position of the center of the ith tube is located at
foi = {0,¥;,20i} inside the voxel with volume v = Il l,, where
i=1,--- N, The modulations of the two field gradients are taken
to be along the z-direction (G, = G; = 2) and the area ratio is taken
as G,6; = 2G161. Then the DDF signal of the voxel (the total trans-
verse magnetization over the voxel volume v») with phase factors
e*21 normalized by that of the case with uniform field distribution
can be expressed in terms of different explicit orders of the volume
ratio of the tubes (Av/v) as

1
MU0, (M), (M),
M =1+ o , (29)
<M+.2(/)1 >v‘A1;:O <M+.2(/>1 >I}‘AV:0 <M+.2¢1 >1),Au:0
with

— v [h1(=7T1,T2) — e “81%isinc(2g, a;)hy (11, 72)]
(M(j,)Z(pl >U,A1/:0 v i=1
(30a)

ko +g1
pq hz(—Tl ,T2)
i=1 j=1 pg=-o0
x koo (Toy—Toi) g 2 <p_7ray > sinc’® <_qnaz>
L L
— (T, Ty) e Fora 280 To; gikopg +280) 7o i c? <p_7tay )

ly
xsinc <q7lmz +g az> sinc <q7l7:az - glaz> }, (30b)
74 Z
= 9G04,

the wave vector Empq =
%”q} takes only discrete values due to the periodic condi-
tion imposed on the voxel, and

where 7 = e**1cot? %,
2n 2n
o M3Dp,

(31a)
(31b)

2 cT
hi(t1,72) = 3 2}

je(r22m) {2 cosT + sch -2,

€2
hz(f] s Tz) h (T] s Tz) + [e—ic(r2+2‘[1) - 1] .

It should be noted that the function h; in (M"?), oscillates in 1,
and 1, at the single frequency c, while the function h, in (M),
oscillates in 7, at the single frequency c and oscillates in 7, at both
the single frequency c and the compound frequency 2c.

Eq. (30) shows that, with the field variation modeled by blocks
of uniform frequency shifts, the phase induced by the gradient
fields vanishes when there is only one tube located at the center
of the voxel (7 = 6). In this case, the dephasing effect of the per-
turbed field can be treated separately from that of the gradient
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Fig. 2. Schematic of the voxel with the susceptibility-induced frequency distribution modeled by (a) a single square tube of frequency shift c and volume Av = l;a,a, placed at
a distance z, from the center of the voxel, (b) N, square tubes with the same frequency shift and dimension placed randomly in the voxel, (c) a cylinder with volume
Av = ml,a3 and a susceptibility difference Ay, from the background placed at a displacement of z, from the center of the voxel, and (d) N, cylinders with the same dimension
and susceptibility difference from the background placed randomly in the voxel. The tubes and the cylinders are placed along the x-direction. Inside the voxel, the equilibrium
magnetization distribution My is taken to be uniform. The field gradient is taken to modulate the magnetization along the z-direction. The modulation depicted on the back
surface of the voxel illustrates the spatial dependent phase in the magnetization imposed by the field gradient G;. The correlation length d, is defined in Eq. (32).

field. The two dephasing effects will be analyzed in detail in the
following numerical calculations.

4.2. Parameters for the numerical calculations

Numerical calculations are carried out using Egs. (29), (30) and
(31) derived for the block model with the perturbed field modeled
by square tubes of uniform resonance frequency shifts. The suscep-
tibility-induced frequency distributions used in these calculations
are depicted in Fig. 2a and b. Such field distributions are analogous
to the susceptibility-induced field of infinitely long cylinders
placed parallel to the static field, which is constant inside the cyl-
inders and zero elsewhere [41]. Corresponding calculations are
then performed using Eq. (26) with the perturbed field modeled
by infinitely long cylinders with a finite susceptibility difference
from the background (the blood vessel model). The susceptibil-
ity-induced frequency distributions used in the blood vessel model
calculations are depicted in Fig. 2c and d.

In the calculations, the area ratio of the field gradients is taken
as G,d, = 2G16; and the modulation is taken to be along the z-
direction. The correlation length is defined as

4 T

d. = =—.
T 96 g

(32)

The second rf pulse is set at the optimal flip angle 6, = 27/3 [43].
Parameters of brain at By = 9.4 T and temperature Tz = 300 K are
used: transverse relaxation time T, = 40 ms and proton number
density ny = 0.78nyater [33,44], where ny.eer i the proton number
density of pure water. The frequency shift c of the tubes in the block
model is chosen to be 0.045-0.36 ppm (in units of yB,) to simulate
the approximate amplitude of the local field induced by deoxygen-
ated blood in the brain, whereas the susceptibility of the cylinders
of the blood vessel model is taken as 2.16 ppm to compare the re-
sults with the block model. The total volume ratios of the tubes
and the cylinders are chosen to be 0-9.6%.

The DDF signals with phase factors e*?*1 as calculated for the
block model and the blood vessel model will be denoted by
(M.), in the following for simplicity.

4.3. Calculations with the block model

The dipolar field signal is dephased by both the susceptibility-
induced field and the gradient field. For the field variation de-
scribed by blocks of uniform frequency shift, the phase induced
by the gradient fields vanishes when 7y; = 0 (see Eq. (30)). To study
the DDF signal dependence on the phase induced by the perturbed
field, the dephasing effect of the gradient fields is suppressed for
the moment by considering a single tube of frequency shift ¢
placed at the center of the voxel (Fig. 2a with zo = 0).

As can be seen from Eq. (29), the difference of the DDF signal in
the presence of the perturbed field from that of the case with uni-
form field distribution increases with the volume ratio Av/v. The
difference of the normalized signal from that with uniform field
distribution is given by

<M+(T1712)>11

(M (T1,72)) yapmo| (33)

Am,(11,72) = 1 ‘

The DDF signal, and hence Am_ (1), oscillates in 7; and 7, through
the h functions given in Eq. (31). When the volume ratio of the per-
turbed field region is much smaller than unity (Av/v < 1), the
amplitude and the oscillation frequencies of Am, are mainly con-
tributed by Eq. (30a) because Eq. (30b) is quadratic in Av/v. The
average of Eq. (33) over 1, as denoted by Am, is plotted versus
the tube volume ratio in Fig. 3. As shown in the figure, Am, in-
creases with Az/v, and is nearly linear in Av/v when Av/v <« 1.
On the other hand, it is observed in the inset of Fig. 3b that the
amplitude of Am, oscillates with the frequency shift (c), and is
about to complete one cycle when c is changed by 0.225 ppm.
According to Eq. (30a), (M!"), and hence Am., depends on the
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Fig. 3. Plot of the average normalized signal difference Am. as a function of the
volume ratio Av/v with (a) yGi161 = 2(27m/l,) and (b) G161 = 4(27/l,) for various
frequency shifts c. The data points are the numerical calculated values and the solid
lines are the quadratic fits of the data. The inset in (b) shows the plot of Am, as a
function of ¢ for yG16; = 4(27/l,) and Av/v = 1.8% and 9.6%. Parameters used are:
¢, =0, 71 = 10 ms and number of grid points = 128 x 128 x 256.

phase factors e* and e“®z through h;. Thus for a fixed 7, the aver-
age of Am, over 1, (Am,) oscillates with c. When c is changed by
271/(yBoT1) ~ 0.25 ppm, the oscillation of Am, completes a cycle,
and Am, returns to the same amplitude as can be seen in Fig. 3.
The acquisition time for maximal DDF signal is 7, ~ T, [3],
which is different from the refocusing time 27, [45] with the con-
sidered parameters. To study the signal dependence on the corre-
lation length, the normalized total transverse magnetizations
(M), |/1{M+) y ap—ol) at T2 =T, and 27, are plotted against the

modulation wave vector (g; = yG;5;) in Fig. 4. It can be seen in
the figure that the amplitude of [(M.),|/|(M.), ,_o| varies for dif-
ferent c. This signal variation originates from the phase induced by
the perturbed field during the free evolution periods. Such phase
dependence is manifested in the h functions as we have discussed
previously for Fig. 3. When the DDF signal is calculated at 7, = 214
as in Fig. 4d-f, the dependence on the phase induced by the per-
turbed field during the evolution periods, and hence the variation
of the signal, is minimized.

It is noted in Fig. 4 that the amplitude of (M), |/[(M.), ,_o| for
T, = 27, approaches unity for large tube size (Av/v) and large gra-
dient field strength (yG;6;). These limits correspond to the regime
where the correlation length (d. = 7/g,) is much smaller than the
characteristic length of the field variation (a,). It is seen from
Eq. (31) that hy(—714,271) = —h1(—71,27), and from Eq. (30),

sinc(2g,a;) ~ 0,

Msincz (pnay> sinc (qnaz +g1az> sinc (qnaz —glaz> ~0,
pi—  T(g1) by L; L

T(kg”qf &) inc? (p7ltay> sinc? (qTGZ) ~ v/Av,
pi—o  T(&1) v z

when g,l, > g,a, > 7. Then the second and third terms of Eq. (29)
cancel each other, giving [(M.),|/|(M;),,—0l — 1. In these limits,
the effect of the field variation on the DDF signal formation becomes
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Fig. 4. Plot of the normalized total transverse magnetization as a function of G, 4, at time 7, = T, (a-c) and 7, = 21, (d-f) for various frequency shifts (c) and volume ratios:
(aand d) Av/v=0.3%, (b and e) Av/v =1.2%, and (c and f) Av/v = 4.8%. Parameters used are: ¢; =0, T, = 10 ms and number of grid points = 128 x 128 x 256.
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Fig. 5. Plots of (a) the correlation distance that corresponds to the dip position of the DDF signal against the width of the tube and (b) the corresponding dip depth against the
volume ratio of the tube for 7, = 27, and various frequency shifts (c). The solid lines are linear fits to the numerical data.
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Fig. 6. Plots of (a)

(M), /1M apcols () (MUY, 1/ (M), o], and (€) (M), |/|(M

+)vavo| as functions of yG; 6, with the tube position displaced by z, from the center of

the voxel. The lines in (b) are calculated from Eq. (30a) using continuous values of g,. The volume ratio of the tube is Av/» = 0.003. The frequency shift of the tube is
¢ =0.36 ppm (yBy). Other parameters used are: ¢; =0, Ty = 10 ms, 7, = 27; and number of grid points=128 x 128 x 256.

insignificant when compared with that of the gradient field. As a re-
sult, (M), — (M,), s, as if the perturbed field is absent.

In Fig. 4, a dip is found in [(M),|/|(M.), 1,_o| as the modulation
wave vector is varied. The position of the dip occurs at a smaller
7G1 61 and the depth of the dip increases when the size of the tube
increases. The relative depth of the dip is defined by

[(M) av—0l = (M) aip |

relative dip depth =
paep (M)

(34)
v,dip‘
Fig. 5a shows the plot of the correlation length that corresponds to
the dip position d gip, = 7/(yG1 4ipd1) against the tube width (a,) for
T, = 277 and various frequency shifts (c). The plot of the relative
depth of the dip against the tube volume ratio (Az/v) is shown in
Fig. 5b. It should be noted that when Av/v is too large, the dip oc-
curs at a modulation wave vector (yG;4;) that is too small to be
determined accurately from the signal. Therefore only the calcu-
lated values with Av/v < 2.4% are shown.

Fig. 5a shows that the dip occurs at a correlation length propor-
tional to the characteristic length of the field variation, i.e.,
dcqip ~ Ra; with 1.42 < R < 1.86. On the other hand, Fig. 5b shows
that the dip depth increases linearly with Az/v for the range of
Av/v under consideration. Both the proportionality constants of
the dip position and dip depth are functions of the frequency shift
c. For the dip position, it is noted that the minimum of the sinc
function in Eq. (30a) occurs at the correlation length of
d. = 2ma,/4.494 = 1.40a,, which is independent of c. The variation
of the dip position for different ¢ thus comes entirely from the third
term of Eq. (29). In contrast, for the dip amplitude, both the second
and third terms of Eq. (29) contribute to its change when the fre-
quency shift c is varied.

Due to the dependence of the proportionality constants on the
frequency shift c as shown in Fig. 5, the acquired correlation length

and depth at the signal dip imply a range of characteristic lengths
for the field variation. For example, when a dip occurs at
dcgip = 0.11,, the estimated tube width varies from 5.4% to 7.1%
of I, (Fig. 5a). Likewise, when the tube volume ratio is
Av/v =2.4%, the dip depth varies from 1.4% to 5.6% (Fig. 5b).
Although Fig. 5 is calculated at the refocusing time of the pulse se-
quence, there are variations in the signal dip position and dip
depth even for the same tube width and volume ratio due to the
phase induced by the perturbed field.

The dephasing effect of the gradient field is now examined by
shifting the tube with a distance of zp=0 from the center of the
voxel. The normalized total transverse magnetization is plotted
against yG;4, in Fig. 6a. In the figure, there are rapid oscillations
in the signal amplitude as the correlation length is varied when
2o7#0. The contributions of the second and third terms of Eq. (29)
to the signals in Fig. 6a are plotted separately in Fig. 6b and c. By
examining Fig. 6a with the help of Fig. 6b and c, it is seen that
the oscillations in the signal amplitude primarily come from
(MY, 1/1(My), p—ol- Eq. (30a) shows that such oscillations arise
from the phase factor exp(—4ig,z,), which is induced by the gradi-
ent fields. In the figures, |(M\"9),|/|(M}), A,_o| is found to be smal-

ler than [(M{""),|/|(M.), ,_o| and increases with yG;4;. Indeed it
has been shown previously from Eq. (30) that, for the single tube
configuration, the amplitude of [(M{"“),|/[(M.), .o approaches

that of |(M(j'b)>y|/|(M+)vM:0\ in the regime where the correlation
length is much smaller than the characteristic length of the field
variation.

To include the dephasing effect of the gradient fields, the local
perturbed field is modeled by N, identical square tubes of uniform
frequency shift placed randomly in the voxel (Fig. 2b). The normal-
ized total transverse magnetization for a fixed total tube volume
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Fig. 7. Plot of [(M.),|/|{M,),a,0l| as a function of yG;8; with N, identical square
tubes of uniform frequency shift placed randomly along the x-direction in the voxel
(Fig. 2b). (a) The total tube volume ratio is NyAv/v = 0.096 and the single tube
volume ratio is Av/v =1.5 x 107, 0.003 and 0.006. (b) The single tube volume
ratiois Av/v = 1.5 x 10 3 and the total tube volume ratio is NyAv/v = 0.096, 0.048
and 0.024. The position at which a dip is previously observed is marked according to
Fig. 5a. The frequency shift of the tubes is ¢ = 0.36 ppm (yB,). Other parameters
used are: ¢, = 0, 7y = 10 ms, 7, = 27; and number of grid points= 128 x 128 x 256.

ratio (NpAv/v =0.096) and various single tube volume ratios
(Av/v) is plotted against the modulation wave vector yG;d; in
Fig. 7a. In the figure, the modulation wave vector at which a dip
was previously observed for the single tube configuration is
marked according to Fig. 5a. Since the total volume ratio of the
tubes is fixed, the size of each tube, and hence the characteristic
length of the local field variation, decreases as N, increases.

From Fig. 7a, it is seen that the signal feature previously ob-
served at the correlation length around the characteristic length
of the local field variation is smoothed out. This can also be seen
in Eq. (30a) that, when the signal is averaged over numerous tubes
with different zy;, the factor exp(—4ig,zo;) dephases and the signal
dip that reflects the spatial information of the perturbed field
diminishes. Nevertheless, it is noted in the figure that the rising
rate of the signal depends on the characteristic length of the local
field variation. When the modulation wave vector tends to zero or
infinity, the DDF signals for the same total tube volume ratio are
equal, no matter what the tube sizes are. However, in the interme-
diate region, the signal rises earlier at a smaller G;J; when a lar-
ger tube is considered. This rise originates from Eq. (30b) as Eq.
(30a) is independent of the gradient field after the averaging over
the tube positions. In Fig. 7b, the normalized total transverse mag-
netization is plotted against yG;4; for a fixed single tube volume
ratio (Av/v = 1.5 x 107°) and various total tube volume ratios. In
contrast to Fig. 7a, the rising rates of the signals in Fig. 7b are pro-
portional to the total tube volume ratio. Fig. 7b also shows that the
difference of the signal from that of the case with uniform field dis-
tribution increases with the total tube volume ratio (N,Av/v).

To summarize, the results of the block model shows that the ris-
ing rate and amplitude of the signal reflect the spatial information
of the local field variation, even though the signal dip that occurs at
the correlation length around the characteristic length of the field
variation becomes insignificant due to the dephasing by the gradi-
ent fields.

4.4. Calculations with the blood vessel model

In this subsection, we analyze the dependence of the DDF signal
on the correlation length using the blood vessel model. The equi-
librium magnetization is again taken to be uniform so that the ef-
fect of the field variation on the DDF signal formation is separated
from that of the spin density distribution. The susceptibility-in-
duced frequency distribution is now modeled by using N, infinitely
long cylinders of susceptibility difference Ay, lying along the x-
direction.

Given a general distribution of the susceptibility difference
Ay (7), the induced frequency distribution can be calculated by [46]

mmﬂ=f¥?/ﬁ%éhpﬁif*qAﬂb

_ VBO BTz RNA (T
o [ PPTE-FAL®).

with T(r — ) defined in Eq. (4). For a cylinder lying along the x-
direction with radius a, and axis located at (y,, o), the susceptibil-
ity-induced frequency distribution is [41]

for (v —yo)* +(z-20)" < a3,
Aw(x,y,2) = ) )
for (y—yo)"+(z—20)" > a,

(35)

where 1, = /(y —¥,)* + (z—20)* is the perpendicular distance of

the point (x,y,z) from the axis of the cylinder and y = cos™! )
is the azimuthal angle with respect to the axis. Since Aw () is a con-
volution of Ay(7), the susceptibility-induced frequency distribution
for N. cylinders of susceptibility difference Ay, from the back-
ground can be constructed by superimposing the induced field of
each cylinder using Eq. (35).

In the blood vessel model, the dephasing effects of the gradient
field and the perturbed field are entangled. To minimize the
dephasing effect of the gradient fields on the signal formation,
the cylinder is placed at the center of the voxel (Fig. 2c with
Zo=0). The normalized total transverse magnetization
(KM),|/IM) y ap—ol) for various volume ratios of the cylinder
(Av/v =ma3/(l,l,)) are plotted against yG;; in Fig. 8a. As shown
in the figure, the normalized signal changes more significantly
when Av/v increases. The difference of the signal from that of
the uniform case at small yG;d; increases almost linearly with
Av/v for Av/v=3.75x107% 75%x107% 15x1073, 3 %107,
6 x 1072 and 0.012. The signal for the three smallest volume ratios
in Fig. 8a are plotted in an enlarged scale in Fig. 8b. In the plot, a
signal dip can be seen as the modulation wave vector is varied.
For instance, the dip for Av/v = 7.5 x 10~* (or ap = 0.0151,), occurs
at a correlation length of about /8 to I,/4, which corresponds to a
characteristic length scale of the field variation of about 0.067 [, to
0.176 I, according to Fig. 5a for the single tube configuration. For a
larger Av/ v, the dip occurs at a smaller value of G5, (or a larger
correlation length), and the dip depth increases. The signal proper-
ties observed in the blood vessel model above are similar to those
observed in the block model of uniform frequency shift in the last
subsection.

The cylinder is now shifted by a distance z, from the center of
the voxel. The normalized total transverse magnetization
(M), 1/ MY yapo)) for Av/v=7.5x10"* and different z, is
plotted against yG;4; in Fig. 8c. Similar to the signal calculated in
Fig. 6a, the signal oscillates as yG;d; is varied. This signal oscillation
comes from the dependence on the phase that is induced by the
gradient fields as described in the block model.

To include the dephasing effect of the gradient fields, the local
field variation is modeled by randomly placing N, identical cylin-
ders along the x-direction in the voxel (Fig. 2d). The normalized to-
tal transverse magnetizations against 7G;J; for a fixed total
cylinder volume ratio (N.Az/v = 0.024) and for a fixed single cyl-
inder volume ratio (Av/v = 3.75 x 10~*) are plotted in Fig. 9a and
b, respectively. Similar to the results obtained in the block model,
Fig. 9 shows that, despite the smooth out of the signal dip due to
the dephasing by the gradient fields, the rising rate and amplitude
of the signal depend on the spatial information of the local field
variation. In other words, the signal rises earlier at a smaller
7G16; when a larger cylinder is considered, and the difference of
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Fig. 8. (a) Plot of the normalized total transverse magnetization [(M.),|/|[(M.), ,_o| as a function of yG;; for a cylinder with susceptibility difference Ay, for various volume
ratios Av/v. The cylinder is placed at the center of the voxel. (b) Plot of the first three volume ratios in (a) in an enlarged scale. (c) Plot of the normalized total transverse
magnetization as a function of yG,é, for Av/v =7.5 x 10~* and different z,. Parameters used are: Ay, =2.16 ppm, ¢; =0, T; = 10 ms, 7, = 27, and number of grid points=

128 x 128 x 128.
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Fig. 9. Plot of (M, ),|/|(M,),,_o| as a function of yG;6; with N, identical cylinders
of susceptibility difference Ay, placed randomly along the x-direction in the voxel.
(a) The total cylinder volume ratio is N.Av/v =0.024 and the single cylinder
volume ratio is Av/v=3.75x 107, 7.5 x 10 and 1.5 x 107>, (b) The single
cylinder volume ratio is Av/v = 3.75 x 10~* and the total cylinder volume ratio is
Nc.Av/v =0.048, 0.024 and 0.012. Other parameters used are: Ay, = 2.16 ppm,
¢, =0, 71 =10 ms, 7, = 277 and number of grid points= 128 x 128 x 128.

the signal from that of the case with uniform field distribution in-
creases with the total cylinder volume ratio (N.Av/v).

5. Conclusions

The distant dipolar field (DDF) signal for a system with a sus-
ceptibility-induced local field is studied analytically and numeri-
cally using the CRAZED sequence. By examining the integral form
of the Bloch equation, it is demonstrated that, after a /2 pulse
is applied to a system in equilibrium with the static field, there is
no odd order of the DDF effect in the transverse magnetization
and no even order of the DDF effect in the longitudinal magnetiza-
tion. Moreover it is shown that when the local field distribution is
uniform, the dipolar field has no effect on the evolution of the mag-
netization after the /2 pulse even when the spin density distribu-
tion is inhomogeneous. This result justifies the practice of ignoring
the DDF effect for the magnetization during the first evolution per-
iod of the CRAZED sequence. The analysis of the integral form of
the Bloch equation also predicts the dependence of any order
DDF approximation of the transverse magnetization on the phase
of the first rf pulse of the CRAZED sequence in the presence of a lo-
cal field distribution. This will be useful to the design of the pulse
sequence for the acquisition of a particular order of the DDF signal.

The first order DDF solution is applied to understand the depen-
dence of the DDF signal on the correlation length in the presence of
a sub-voxel local field variation. A block model with the field vari-
ations modeled by rectangular blocks of uniform resonance fre-

quency shift is developed to manifest the dephasing effects of
the perturbed field and the gradient field on the DDF signal forma-
tion. Numerical calculations using a single tube of uniform fre-
quency shift are carried out. The results show that a dip appears
in the DDF signal when the correlation length is comparable to
the width of the tube, provided that the dephasing effect of the gra-
dient fields is suppressed. The dip is found to occur at a correlation
length proportional to the tube width, and the dip depth is found to
increase with the tube volume ratio. However, it is noticed that the
position and depth of the dip are sensitive to the phase induced by
the perturbed field during the evolution periods, even when the
DDF signal is obtained at the refocusing time. More importantly,
the dip is smoothed out when the signal dephasing by the gradient
fields is considered. This is demonstrated by randomly placing
identical tubes with the same frequency shift in the voxel.

Corresponding numerical calculations are then performed with
the field variations constructed by the susceptibility-induced field
of infinitely long cylinders placed perpendicular to the static field
to mimic the local field induced by blood vessels. The signal char-
acteristics found using the block model are also observed in the
blood vessel model.

Although the signal dip that reflects the sub-voxel length scale
of the susceptibility-induced field variation is smoothed out when
the signal dephasing by the gradient fields is taken into account,
both the block model and the blood vessel model show that the
DDF signal rises earlier at a smaller modulation wave vector when
the spatial length scale of the variations of the local perturbed field
is larger. Also the difference of the DDF signal from that of the case
with uniform field distribution increases with the volume ratio of
the perturbed field region.

For realistic sub-voxel field variations, such as the susceptibil-
ity-induced field of numerous blood vessels with various length
scales oriented arbitrarily along different directions, the signal dips
that reflect the sub-voxel length scales of the susceptibility-in-
duced field variations are expected to be insignificant to be ob-
served due to the dephasing by the gradient fields. As the DDF
signal does not show significant qualitative characteristic for dif-
ferent structural length scales, it is not apparent that, by varying
the correlation length, the DDF signal can be used directly to reveal
a particular length scale of the sub-voxel field variation. Neverthe-
less, the length scales of the local field variations may be assessed
by calculating the Patterson function from the DDF signal, for
which further works are needed to be done.
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Appendix A. Error estimation of the linear DDF approximation

In the numerical calculations of this paper, focus is made on the
transverse magnetization with the phase factors e*?#1. We esti-
mate the truncation error in the linear dipolar field approximation
of the transverse magnetization that contains the phase factors
e*291 at the end of the CRAZED sequence.

The terms on the right hand side of Eq. (7) that undergo n dipo-
lar field interactions have amplitude approximately proportional
to (yu,Mot)" /n! relative to the full magnetization for t < T,, where
M, is the equilibrium magnetization. Thus the linear dipolar field
term of the transverse magnetization that contains the phase fac-
tors e*?*1 at the end of the CRAZED sequence is approximately pro-
portional to (yu,Mot,) relative to the full magnetization (see
Table 1), whereas the third order term that contains the phase fac-
tors e*%® is approximately proportional to the sum of
(YHoMoT2)?/6 and (yuoMot1)*(71,MoT2)/2. The truncation error
of keeping the transverse magnetization that is linear in the distant
dipolar field is in the order of about (y1,MoT2)*/6 + (Y1eMoT1)*/2,
which is about 2% for a pulse sequence with 7; =10 ms,
T, =40 ms and the parameters for brain at By =9.4 T (cf. Sec-
tion 4). Therefore the first order dipolar field approximation can
be made for the DDF signal formed in the CRAZED sequence with-
out causing severe truncation error.

Appendix B. The uniform block model for susceptibility-
induced field distribution

In this Appendix, the results for the block model are derived. A
configuration similar to the block model presented here has been
used previously to study simulated images formed from the DDF
signal [15,16]. These works solved the Bloch equation numerically
and showed that there is a decrease in the DDF signal at the bound-
aries of the blocks of field inhomogeneities, which suggests a new
contrast based on the correlation length. In our case, the total
transverse magnetization over one voxel of the sample is calcu-
lated. We obtain an analytic expression for the magnetization that
manifests separately the dephasing effects of the perturbed field
and the gradient field on the DDF signal formation. The block mod-
el will give insights on how the DDF signal depends on the corre-
lation length in the presence of a sub-voxel field variation and
how well the tuning of the correlation distance of the DDF signal
reflects the length scale of such variation.

B.1. Samples with periodic sub-voxel structures

In practical situations, MRI often involves imaging of bulk tis-
sues. To calculate the DDF signal of a voxel, the distributions of
the equilibrium magnetization and the susceptibility-induced field
both inside and outside the voxel have to be specified. This re-
quires a large number of grid points for numerical calculations,
and hence tremendous amounts of computational memory and
time are needed. Moreover any system used in numerical simula-
tion is finite. A finite system mathematically presumes a periodic
boundary condition that the whole system repeats itself beyond
the system boundary when discrete Fourier transformation is uti-
lized. These considerations thus suggest the use of a system with
periodic structures for further analysis.

The system is taken to be composed of unit cells arranged peri-
odically as shown in Fig. B.1. The size of a unit cell is I, x [, x L.
Each of these unit cells is used to model a voxel in which the total

Fig. B.1. Sketch of the unit cells under periodic boundary condition. Each of these
unit cells is used to model a voxel in which the total transverse magnetization is
evaluated.

transverse magnetization is evaluated. Under the periodic bound-
ary assumption, the equilibrium magnetization My and the suscep-
tibility-induced frequency distribution Aw are periodic functions,
viz.,

Mo (F) = Mo(F + nulek + nylyy + n,l.2), (B.1a)
AW(F) = Ao(F + n X + nyly + n,l2),

where {ny,n,,n,} are integers and ¥ = xX + yy + zz with
x e [-L/2, /2], ye[-1,/2,1,/2],

Under the conditions given by Eq. (B.1), the susceptibility-modu-
lated magnetization .#(7,t) defined in Eq. (23) is also a periodic
function of position 7.

Because of the periodicity, the wave vector k introduced in the
Fourier transform of the susceptibility-modulated magnetization
now takes only discrete values, and the Fourier transform of the
susceptibility-modulated magnetization is modified accordingly.

The susceptibility-modulated magnetization within a unit cell
(A ) is defined as

M o(F, 1) = My(F)eremr, (B.3)

ze[-1/2,1,)2l. (B2

It has the same form as .# (7, t) in Eq. (23), except now 7 is confined
in the domain as given in Eq. (B.2). Now .#, can be expanded in a
Fourier series

00

My(Ft) = Y

mp.g=—cc

%u(lzmpqv t)e"zm’"’ia (B4)

where

- {an 27p 2mq
kmpq =37 71

L L L

The Fourier coefficients are given by

}, m,p,qare integers. (B.5)

ol t) = 1 / AT (F, e (B.6)

where [ d’F denotes the integration over the unit cell volume
v = I 1, 1,. It should be noted that M , is the Fourier transform of
the susceptibility-modulated magnetization that is calculated for
a finite system in numerical simulation. It is a special case of .#
when periodic structures and discrete k values are used. Under
the periodic boundary condition, the Fourier transform of the sus-
ceptibility-modulated magnetization becomes

TE) = > 0k~ Fonpg) T o, 1. (B7)

m.,p,q=—oo
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By substituting Eq. (B.7) into Eq. (26), the first order dipolar field
approximation of the transverse magnetization under the periodic
boundary condition can be easily obtained. Because of the con-
straint of the discrete k values given in Eq. (B.7), the k-space inte-
grals in Eq. (26) now become discrete sums of k. Since we are
interested in the summed signal of a voxel, the expressions for Eq.
(26) with discrete k are not written out explicitly here.

B.2. Total transverse magnetization of a unit cell

The integral of a function f(7, t) over the unit cell volume is de-
noted by (f(t)), = [, d*7 f (7, t). Then, according to Eq. (20), the to-
tal transverse magnetization of the unit cell can be written as
(M), = (M?), + (M), + (M o), where (M(?), is the total
transverse magnetization of the unit cell in the zeroth order of
the dipolar field, and (M{"),), and (Mil_’})DF),, are the total transverse
magnetizations of the unit cell in the first order of the dipolar field
arising, respectively, during the first and second evolution periods
of the CRAZED sequence.

From Eq. (21), the total transverse magnetization in the zeroth
order of the dipolar field at the end of the CRAZED sequence is
found to be

T1+7)

JR—. 202
=ive ™ |cos?

(MO (11 +12)), € y(Gr + 81, ~T2 — T1)

5 0
_ sin? 22 el (8 — 1, —Ta+T1) | (B.3)

Here g; = yG;6; and g, = G-, are the modulation wave vectors in-
duced by the gradient fields. The periodic condition assumed in the
distributions of the equilibrium magnetization and the susceptibil-
ity-induced frequency in Eq. (B.1) does not require the gradient field
to induce a spatial modulation in the magnetization with an inte-
gral number of period across the unit cell. Yet when the modulation
wave vectors induced by the gradient fields (g;) are integral multi-
ples of the inverse of the unit cell period, i.e.,

. 2n 2w 2T
g =4—m —p,—q,
Iy l, L,

where {m,p,q} are integers and i = 1,2 denote the indices of the
first and second gradient fields, the resultant wave vector (h) of
any additive or subtractive combination of {g;,g,} also gives a
spatial modulation with an integral number of period across the
unit cell. This condition allows us to simplify the expression of
the DDF signal by focusing only on the diffraction peak of the
signal:

(B.9)

(Mo (7) il piba(t ), =V (km e t)sinc (m'm + %)
m/'paq,:,m
i / h}’ly i / hzlz
X smc(pn+T)smc( 3 )
= v, (-ht), for h= {21” m721—np,21—7r }
X 'y 74

(B.10)

It should be noted that due to the periodic boundary condition, the
correlation length induced by the gradient field under Condition
(B.9) is much smaller than the sample size, but can be comparable
to the sizes of the sub-voxel structures.

From now on, the modulation wave vectors of the gradient
fields are taken to be integral multiples of the inverse of the unit
cell period. By using Eqgs. (26), (B.7) and (B.10), the total transverse
magnetization of the unit cell in the first order of the DDF is given
by

o0

1 o [T,
(M{es(T1 +T2)), =5As, ve TZ/ dte ™ Z T (Kinpg)

[// (kmpqv )l

-, (kmpq ,—t) //

v(= kmpq + &, -t —Ty)
v(_kmpq +§27 t'— Tz)] (B]la)
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(B.11b)

It is remarked that the dependence of the DDF signal on the lo-
cal field variation (Aw(r)) is manifested through the phase of the
susceptibility-modulated magnetization, while its dependence on
the local spin density variation (My(7)) is exhibited more directly
through the amplitude of the susceptibility-modulated
magnetization.

B.3. Field variations modeled by blocks of uniform frequency shift

To proceed, the equilibrium magnetization is taken to be inde-
pendent of position 7 to separate the effect of the field variation
from that of the spin density distribution. The perturbed field, on
the other hand, is modeled by a distribution of rectangular blocks
with uniform frequency shifts from the background medium (the
block model) as shown in Fig. B.2. In other words, the perturbed
field is “digitized” by blocks of different resonance frequencies.

The magnetic field variation in the unit cell is taken to be made
up of Nj, blocks of uniform frequency shifts. The dimensions of the
ith block are taken as ay x ay; x a;;, wherei=1,---,N,. The domain

L lz
«—

L.

Fig. B.2. Sketch of the unit cells under periodic boundary condition with blocks of
uniform frequency shifts from the background medium.
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of the ith block with the center located at position
Toi = {Xoi, Yo Z0i} is defined by
inside the ith block:
Ay ay; i
[x — Xoi| < §7 and |y — yoil < %s and |z - zgi| < 57
outside the ith block:
Qyi ay; i
X — Xoi| > ==, OF |y — Yoi| > =2, OF |z — zgi| > —. (B.12)

2

With c; taken as the uniform frequency shift of the ith block from
the background resonance frequency, the susceptibility-induced
frequency distribution can be written as

Ao(F) = {ci., inside the ith block,

0, outside the blocks. (B.13)

When the equilibrium magnetization is uniform, the susceptibility-
modulated magnetization becomes

Myeit, inside the ith block,

: (B.14)
Mo, outside the blocks.

M(Tt) = {

By using Eq. (B.6), the Fourier component of the susceptibility-mod-
ulated magnetization for the block model reads as

) Fi(Kmp >]

where {m,p,q} are integers, J; 5= = dm00p00q0 is the Kronecker
delta function with kmpq deﬁned in Eq. (B.5), Av; = ayayay is the
volume of the ith block, and

Fi(Rmpq) = e 7o sinc <m7lrax,> sinc (p 7Im”> sinc <q7fa2i> (B.16)
X y z

is a structure-dependent function, which contains the spatial infor-
mation of the ith block that gives the local perturbed field. It should
be noted from Eq. (B.15) that when there is a local field variation,
the difference of the susceptibility-modulated magnetization from
the equilibrium magnetization is a sum of the structure-dependent
function F; weighted by the volume ratios of the blocks (Az;/v) and
the temporal modulation factor (e’ — 1), which frequency is deter-
mined by the amplitude of the local magnetic field.
By substituting Eq. (B.15) into Eq. (B.11) and using the property
ofT(k) in Eq. (6) for a pair of aligned field gradients (i.e., G, = G; or
G1), the DDF signal of a voxel with phase factors e*?* can be ex-
pressed in terms of different explicit orders of Av/v as

—~ AV
M o (Kinpq, £) = Mo [ Fonpg 0 T Z (€~ (B.15)

(M{15,)0 = (ML), + (MID), + (M), (B.17)
The first term (M{"®), of Eq. (B.17) does not depend on the ratio
Aw;/v. It corresponds to the DDF signal formed as if there is no local
field variation. The explicit expressions of the three terms in Eq.
(B.17) are given by

Mty +12)), = —30Cy, (11,72) T(§1)

* {COS - Mlég‘ +28:.0 SinZOZZ 721%5& ~28,0
(B.18a)
(MIP (1 +12)),
N Ay, 0
— —0Ca (e, ) T@) Y 5 [cos? 5 e i + 280 (1, )
i=1

— sin? G—Ze’Zi"’] Fi(82 — 281) hai(—T1, rz)} , (B.18b)
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(B.18c)
. 7{2+21']
where Cy, (T1,T2) = n? smé)zyqugrze T and
it
hai(T1,T2) = —6 + 2ei(T2+21) [ 2 '22], (B.19a)
hbij(Th'EZ) -3 + Ze—i(c,ercj)rle—icjrz _ Ze—ic,(rzﬂ'l) _ ze—icm
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2 2
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It is remarked in Eq. (B.18) that the signs of the modulation wave
vector induced by the first gradient field (g,), the first evolution
period (t;) and the phase of the first rf pulse (¢;) in the sine terms
are opposite to those in the cosine terms. Such dependence origi-
nates from Eq. (19) when the phase of part of the transverse mag-
netization is inverted, i.e., o(¥) — —o(7), right after the second rf
pulse.

Eq. (B.18) shows that, with the field variation modeled by
blocks of uniform frequency shifts, the DDF signal depends on
the phase induced by the gradient field as well as the correlation
length and the spatial information of the perturbed field through
the structure-dependent function F;. Also it oscillates in time due
to the dependence on the phase induced by the perturbed field
through the h functions. When there is only one tube located at
the center of the voxel (7y; = 0), the phase induced by the gradient
fields vanishes. In this case, the dephasing effect of the perturbed
field on the DDF signal formation can be analyzed separately from
that of the gradient field.

In the numerical calculations of this paper, identical tubes of
uniform frequency shift lying along the x-direction are considered.
The area ratio of the field gradients is taken as G,d, = 2G;J;, and
the modulation is taken along the z-direction. By putting a, = I,
ay = ay, az; = a, and ¢; = ¢ for the identical tubes, the DDF signal
from Eq. (B.17) normalized by that of the case with uniform field
distribution can be written as

(1) K
<M+.2(/)]>11 -1 (M(:b> <M(+] C)>v B20
v =t Y : (8.20)
( +,2¢1>U,Av:0 ( +2¢1>DA7/ 0 ( +-2¢1>”~A7/:0
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M0 b ) .
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(B.21a)
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where 1 = e**1cot? %, g, = 7G161 and

(B.22a)
(B.22b)

hi(t1,72) = % e 26(12+2T1) [2 cos% + sinc Czﬂ] -2,

hz(TuTz) - _h (T1,72) + [e—ic(rz+2n) _ ]].
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